Abstract

Philosophy of science has pointed out a circularity problem in empirical sciences that arises if all known measuring procedures for a quantity of a theory presuppose the validity of this theory. This discuss how this problem relates to empirical computational linguistics, and define a criterion of T---non---theoretical grounding as guidance to avoid such circularities.

We exemplify how this criterion can be met by crowdsourcing, task---related data annotation, or data in the wild. In particular, we illustrate the benefits of grounded learning in the area of statistical machine translation, e.g., by grounding machine translation in a retrieval task for improved cross---lingual retrieval.
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